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lntroduction

The major sources of inspiration for this book are the recent rapid advancements

in microtechnology and nanotechnology. Microtechnology deals with devices and

materials with characteristic lengths in the range of submicron to micron scales
(0.1-100pm)., while nanotechnology generally covers the length scale from I to
100 nm. For example, integrated circuits are now built on transistors with characteristic
device length scales around 100 nm. The semiconductor industry roadmap predicts that,
in 2010, the characteristic length in integrated circuits will further shrink to 25 nm
(SEMATECH, 2002).In the late 1980s, microelectronics fabrication technology began-
to impact mechanical engineering, and the field of microelectromechanical systems,

or MEMS, blossomed (Trimmer, 1997). Meanwhile, nanoscience and nanotechnology,
explbred by a few pioneers @eynman, 1959, 1983),. are currently generating much
excitement across all disciplines of science and engineering. The fields of micro- and

nanotechnologies are enorrnous in breadth and cannot be covered completely in any
single book. In this book, we focus on microscopic mechanisms behind energy transport,
particularly thermal energy transport. As the device or structure characteristic length
scales (such as the gate length in field-effect transistors, used to build computers, and the

.film thickness in coatings) become comparable to the mean free path andthe wavelength
ofenergy and information carrien (mainly electrons, photons, phonons, and molecules),
some of the classical laws are no longer applicable. By examining the microscopic
pictures underlying transport pto."rs"., w. tuitt develop a consistent framework for
treating thermal energy transport phenomena from the nanoscale to the macroscale.

In this chapter, we will nrit glve a few examples of micro- and nanoscale transport
phenomena from contemporary technologies to provide motivation for the rest of this
book. We will then briefly summarize classical laws governing heat transfer processes



4 NANOSCALE ENERGY TRANSPORT AND CONVERSION

and discuss the microscopic pictures behind heat transfe'r *"t"Yi' 
followed by a

. simple derivati"";;;i;#;r hw, based on tfr. tinetic iit*ry'-to demonstrate that

.manyclassicallawswehavelearnedareactuallvnotasfundamentalastheirnamesmay
suggest! The rest of the book will further "iit"ti ""1ftfs 

chapter and answer in depth

to* ofthe questions we raise' :

1.1 There ls Plenty of Room at the Bottom

Richard Feynman, who won the 1963 Nobel prize in physics for his work in-quantum

electrodynamics, gave 
" 
fi;;; iuft in fSSS entitild "There is plenty of room at

the bottom" (Feynman, t;;;5il;' i; 
'r'i' 

tuttt' n"vn*un described the possibilities

of storing all the books #t;"';;;ft1; o pi""" or ios! making micromachines that

can go into the human loiy''st''itfting computers' rearranging atoms' and so on' To

put his ideas in , n*tttl i"'#";;td liftttttititv 
of integrated circuits was first

demonstrated in 1958 and, at the time of Feynmon'siumous lecturq computers filled

entire rooms and lasers *"ia ,t "*r "ttry 
to ue trreoreticatty possiute' Feynman not only

spoke of theoretical p"rr*ril;,';oiuilo p.ouia"i p."",ih .^pp:".:T: 
to-realize his

dreams. Although tti' tuft iu' to"sidered bold at ihe time' his insights on what was

possible, or' better n*, 'i'"&"' noii*po"iur"' *t'" based on the laws of physics'

Most of the audience 
"t 

tr'"iiSiii"iu aia not tot" r'"vnm*'s vitiol s-11ii1s]v-ratner'

they thought he was .vh;;;;'il;;"irs 119s"iu"nt 
developments in-micro- and

nanotechnologi"r, t o*tnJ', have realized *11r oirtit dreams' and some have even

followed the technical -approaches 
that he envisioned'

Grear visionari* *J[ffifiH;;*;" p"i"; directions and provide inspiration'

often, at the begrnning ;f ;;;";il;t idia' onlv a small group appreciates the ideas

andbeginstoworkonp*".i"*rwaystodemonstratethe.on"'pG.Someofthemmake
breakthroughs urong tt'"'*ffiu i'i:i" tha: th:jJea works in principle; this attracts

more attention r.o* *ii", "'o*In,rni 
i", urra 

"u"ntuaty 
the general publiq' This small

group is privileged b""#t;;;;;" 1"t"tt 
to.the ideas at an earlier stage' but' more

importantly, they have ,i" l"i"i"g and judgments, to appreciate ft:i-po1*"" of these

ideas. some of rhis small group havg insights or ttt"ii own, enabling them to realize

' th"r. ideas and g"n"r* ,ri"ir-iwn ideas along tire way. with the rapid development I

of information technology, ideas propagate Eti"klV no*uauyq' Academic training and

r scientific knowledge b;:;;" 
"u"n 

*o'" i-pott^'it tot ont-to filter through the flood

of informatioo to, gori unJio develop oo"', o*n iJ"as and visions' &c'@potive of

thio,book'is'ts 'p."#;d*#;;'bas'"'tn "its reaa"ts' assuming that most are not

familiar with modern physics, wrrba-€$odetios io.u"otptqg! 9,!9{gil traosport ard

conversion proc"rro, lui'i"ut*'ty thermal *"19'' frpm nanospale up to macroscale'

with an empha,i* on "uu#'lffi;;;;' 
*" *iiigiu" u ft* *"T{:.t^l:,t: to illustrate

the importance "i ""o.rrt""ai"'g 
nanoscale transpJrt and energy c:nver1l^on processes' '

'one major driverl"iiti i'io'"technology'and nanotechnology-is-information

processing, *ti"t' in"t'liJ^"'r"tJi""t*r"" Joo 
"otoge' 

and data transmission' The :

information carri*, J;i;;;, in etectrical ri..oitr an; photons in optical fibers' The

fiansport of electrons anO ptrotons often.generate unwanted heat' As more and more

devices ur" compacted into a small area' heat g"n"*ion density increases and thermal

manaseme*b"""*",1;;"#;&9, f*;?;4lecftonics rndustry A Pentium4
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Major H6at

-10,000 rpm

(e)

-10 nm

(b) (d) (r)

Figure 1 .1. Nanoscale transport examples in information-oriented devices. (a) & (b): A MosFET
device (courtesy of IBM) and electron energy dissipation in a MosFET (courtesy of Dr. s.E. Laux
and Dr. M.V. Fischetti), indicating most heat is generated in nanometer region at the drain. Heat
conduction from iuch small source cannot be described by Fourier law; (c) & (d): A InAs/Alsb
based quantum cascade laser is made of many layers of thin films, each ranging from a few to
hundreds Angstrom thick (courtesy of Dr. S. Pei). These fiIms have thermal conductivity values
significantly lower than those of their bulk materials; (e) & (0: A disk drive in magnetic data
storagewiththesliderheadhoveringaboutl0nmontopofthediskrotatingat 10,000rpm.Fluid

!_ow 
through the gap between the slider and the disk ii rarefied and cannot be described by the

Newton shear stress law.

chip from Intel corporation, for example, has an area of - I cm2 and dissipates about
60 W ofheat' The size of the fan used to maintain the chip temperature below its standard
(typically 8o-120oc) is much larger than the chip itself. As engineers develop various
cooling soltttions, it also becomes clearer that heat transfer characteristics *urt b" 

"on-sidered at the device level (Cahill et al., 2002). The most important device in a computer
chip is the metal-on-insulator field-effect transistor or MoSFnr (Sze, lggl), 

^ ,ho*n
in figures 1.1(a) and (b). The source, drain, and channel are made of doped silicon
(or other types of semiconductor). Electrons (or holes) flow from the souice into the
drain through the channel under an externally applied voltage between the source and
the drain. The width of the channel is controlled by another voltage applied between
the back of the substrate and the gate electrode, which is insulated from the channel
by a very thin silicon dioxide layer. A MOSFET is thus like a variable resistor with its
resistance controlled by the gate voltage. To make faster devices, the channel length
(and thus the gate length) is shrinking by about 3ovo every 2 years, with the current
gate length at around 90 nm. Electrons convert most of their energy into heat in a small
region in the drain side [figure 1.1(b)]. Both modeling (chen, l9%a) ancl experiments
(Svedrup et a1., 2001) suggest rhat*e'temperature.rise drc eo b94t generation i! the
ssdl regie'n.is m6ch higherthan-thhtpredicted,by"the,Fourierraw, wtrich can accelerate
the fail're of the device. As another example, semiconductor lasers used in telecom-
munication and data storage are often composed of multilayers of thin films, as shown

' r,.::l' ::r-.-



)ORT AND CONVERSION
NANOSCALE ENERGY TRANST

HOT SIDE

Figure 1.2 Ilusration of thermoelectric- devices, (a) a photograPh of a thermoelectric cooler,

illustration of charge .flow inside one pair of legs, (c) microcoolers fabricated based on

superlattices (Venkatasubramanian et al., 2001; courtesY of Nature Publishing GrouPs), and (d) an

example of a Si/Ge suPerlattice structure (courtesy of Dr. K'L' wang).

in figures 1.1(c) and (d)' Past'*g":.h1"-:T:: that the thermal conductivity of these

structures is much ro*'"r-tt * effective values caf,-Jated from their bulk materials on

: the basis ot tn" noo,i##ffiffi;; ttt""v t-Ctt""' 1996b)' These lasers have severe '

hearing problems ,h"r;;;,h;;p".r"r*"*L nrl"J"."a ,rt"r*al conductivity calls:

for careful design of ;ilil;;;i" ;nimize. tt"-nu*u"t of interfaces' ln a different

example, ngtt" f 'f t"l 't"ttt'i' 
tft" ai't t'"ua i*" *"g""ti" disk drive' The separation

u",*""n,t.snaerana'lil;;ff .gtl*:""Ltf Pr1"'trtri.T"T&"ff 
t":

*t'f;,;txl;;Sii,:li'iliSii'ilfliilH;;;;;uon 
i"tween tr'e 

lrioer 
a1{the

disk is analogous to flfing u n o.ingi 47 
.a.few 

*ilri*"t".t utove the ground' The airflow

between the slider *l'iri" airr. irirucial tr *i;iu,|ilthe slideriisk separation and

isverydiff erent{*1",h";F;l:f 1T:':f H*tru:*UiiiJlt'iT*l;1tr'i"?
gn'rf fffi;?lll;iill'i";3iliiffi";;;;;J;;'lhephasechangeorthe
materiatsoponru*"'i"iJ'ie*.*"T"T'jytf i*m:::TJ,Stff ,$1'."#!,;";
;;;; on polvmer substrates bv heated **:-t-"1t:1""ffi;il;i;. -Nanoscale 

treat

applications, it i' dJ';;;;i;'ut*;;t ieatins to a small domain' N

transfer effects including'reduced therm"r *ri,i.*itv of thin films and nonlocal heat

I conduction surrQunding nanoscale heating 
'p"ts ""t 

i" 
"tilized 

to confine hea! for y1!1s 
.
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PRdEAS CWBER

txGd

CilsT[GRom
OXDtrE DFruSE

If,PUNT, EVFOUE
oEPOstr :

Hg

-+ -+

PHOTOUTAOGruAY

-+ FURffiPAC&GINC..

frGd

M_> (-nm

WM

DEANACH

efficient thermoelectric devices (Dresselhaus et a1., 1999; Tritt, 2001; Harman et al.,
2O02; Chen et al., 2003).

Radiation transport in micro- and nanostructures is also different from that in
macrostructures because the wave properties of photons become dominant. For example,
radiation exchangd between two closely ,pu""d uu.uu* gaps is much higher than that
predicted on the basis of standard view-factor calculations because of tunneling and
interference effects (Domoto et al., 1970), which potentially can be used to develop
high power density thermophotovoltaic power generators (whale and cravalho, 2002).
Photonic crystals, a concept developed in 1987 (Yablonovitch, 1987), can be used to
designspecial thermalradiation surfaces with desirableproperties (Flemingetal.,2002).
Using microstructures, coherent thermal radiation was recently demonstrated (Greffet
et a1.,2002).

There are many outstanding nanoscale transport problems related to the fabrication
ofnanodevices and synthesis ofnanomaterials. As an example, consider a typical fabri-
cation process, shown in figure 1.3, for an integrated circuit. Important transport.issues
exist in almost every step and some of them are particularly relevant to the nanoscale
transport discussed in this book. with regard to the process illushated in figure 1.3,
in step 1, heat transfer and fluid flow problems in crystal growth are in the continuum
range and have been addressed extensively in literature. Many of the material deposition
processes (step 3) occur at high temperatures and under low pressures. Atoms or gas
molecules have long'mean free paths at low pressures, and this must be considered in
developing proper working conditions for filling trenches between devices. I-ithogra-
phy processes (step 4) should consider photon transport carefully. Optical interference
and scattering efbcts can be either detrimental or useful for the lithography techno-
logy. Heat transfer issues arise in both the mask-making and lithography processes.
For example, some candidates for next-generation lithography, ru"t 

-ur 
extreme
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1.2 r-lassical Definition of Temperature and Heat

The classical definitioqof heat transfdr from can be stated as follows

'k;&u{grl
ffie.+a" We can emphasize several points in this

energy flow; heat transfer is associated with a temperature difference; and finally, heat

transfer is a boundary phenomenon. ..

Since heat transfer is driven by temperature differendes, it is necessary that we

pffi,,a.ffi6{sds,.*q,@is84rd.@tra@. {n classical therrnodynarnics, temper- :

uilr?i ir iGnir"d on the basis of the concept of thermal equilibrium. If system A is
in thermal equilibrium with system B, then system A and system B have the same

temperatue. In other words,ffil€S4tqrq-.is a quantity.thq{dep9_riks-.thcrnal equilibriuur

nbenonepa.- 'These 
definitions of temperature and heat transfer are independent of the material and

serve well in establishing the universality of classical thermodynamics. Their strengths,

however, are also their weaknesses. These definitions are devoid of the physical micro- | 1

scopic pictures underlying heat transfer processes and the meaning of temperature. fni_sl i
book aims to provide a more detailed picture of thermal energy transport processes. We -

will study how heat is transferred at the microscopic level and how temperature should

be defined for transport processes that are intrinsically nonequilibrium.

There exist three basic modes of heat transfer: conduction, convection, and thermal

radiation. We briefly review the classical laws that are used to describe these modes' Later

in this book we will show how these laws can be derived and on what approximations

they are built.

1.3.1 Conduction

Heat conduction represents the energy transfer processes through a mediuni caused by

a temperahrre difference due to the random motion of heat carriers in the substance.

The key is that a and heat is the part of the

energy that is carfiEt'around through random motion ofheat carriers such as molecules.

An example is heat transfer through a solid wall separating the inside and the outside

of a room, which is due to the random vibrations of atoms within the wall materials'

Heat conduction processes are usually modeled on the basis of the Fourier law (Joseph

Fourier, 1768-1830) that relates the local heat flux to the local temperature gradient

q: -kvf
where ft is the thermal conductivity, which is a temperature dependent material property

and has units of [Wm-t6-i1, q has units of [Wm-2], and V is the gradient operator

such that

0x
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Figure 1 .5 Thermal conductivity as a function of temperature for:elTsen:ative maGrials (data '

from Touloukian et a1., 1970,and htp://www.chrismanual'com/Default'htm)'

where .t, j, and 2 are the unit vectors along coordinate directions. Equation (1.1) ts '

called the 
-Fourier 

law in honor of the mathematician who first used it to solve heat con-

duction problems. It is called a law because, at the time of its creation, it was a postulate

uu."o 
"o 

the observation of experimental results. This law applies to mgst engineering

situations and is the foundation ofclassical heat transfer analysis' Ttrcrmal conductivtty

of materials is a very important material property. The higher the ft"tTd gondu$ivitv'

the better the material conducts heat. Figure 1.5 shows the thermal conductivity of some

;;;;;;;,g;;;. *e noti"" that the temperature dependence of thermal conductivitv

of various materials is quite different. The value of the thermal conductivity spans" '
' several orders of magnitoi", aorn l0-2 Wm-1K-l for gas to 105 Wm-l,K, I for solids

, at low temperatures. Diamond is the best thermal conductor among naturally existjng

materials.
At this stase. we raise the following questions for interested readers. TVhy do

? tnermat .*do'"tiuiti"r of various materials differ not only in magnitude, but also in
'. ,h;-;-p;;re dependence? Is the Fourier law applicable to nanoshuctures? Do

1
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Fluid \
i

Boundary Layer T.y.--.--:'-.->

V6locity
Profile

Tomperature
Profile

,. .. Figure 1 .6 . Forced convection over a solid surface. Fluids close to the boundary form a boundary

tui"r in which temperature and velocity vary (hermal and momentum boundary layers may

#* Aif"r"nt thicknesses) from their values at the wall to those outside the boundary layer.

uanostructures have the same thermil conductivity as their bulk counterparts? We will

find answers to these questions throughout the text

.'
1.3.2 Convection

Convection heat tf,ansfer occurs when a bulk fluid motion overlaps a temperature

gradient. When fluid molecules move from one place to another, they carry internal

' , Jo"tgy with thern In most situations, like the ole shryl_il_fgure l.6, we are interested

i in thJheat transfer between a solid surface and the fluid. The conveition heat transfei

rate Q [W] between a solid surface at temperature T. and a fluid at temperature 4 can

be expressed by Newton's law of cooling (Isaac Newton , 1643-L727)

where lu [Wm-26-t1 is galled the heat transfer coefficient and A is the surface area.

, Unlike the thermal condultivlty, l
It is a flow property that depends on the flow field, fluid properties, and the geometry

I .of the object over which ttre luiA flows. Convection is categorized into two types:

natural convection in which the fluid motion is created by the biroyancy force due to the

difference in the densities ofhot and cold fluids, and forced convection in which the fluid

is set into motion by some other means such as a pump or a fan. Heat transfer between

a solid surface and a liquid undergoing a phase change, that is, condensation,

is also characterized by a heat transfer coeffi cient.

Although Newton's law of cooling is simple in
general. The heat transfer coefficient is usually
analysis and numerical simulation can be performed for certain simple geometries and

flow conditions. Table 1.1 gives some empirical relations and ranges of heat trans-

ili'.a.m.i"niJto'.ri*pf" g"eometries, mostly under laminar flow conditions. These

empirical relations are expressed using nondimensiona! naramglerl such as 
lh3 

avelee

Nusseltnumber(F7z:Tt1te1(WilhelmNusselt,1832-1957),theReynoldsnumber
(Rer. - ur'/v) (Osborne Reynolds, 1848-1912), ffi ft: Prandtl y1\r (Pr : vla)

. (Ludwig Prandtl, 1875-1953), where L is a characteristic length,z is the fluid velocity, u

,.thekinematicviscosity[*2r-1],athethermaldiffusMty[*2S-1],andthebarindicates

average properties.
r r.., fuid*m|a"-rrg
, h"ffi sc,s$ieFe{-y dnsyq,g_gelrrl;q4.lryF,|w'"T. sryf4 ro, that o{ ther
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Table 1 .1 Convection heat transfer correlationb for common configurations

Configuration

l. Forced convection: fully developed

laminar flow inside PiPes with
constant wall temPerature

2. Forced convection: laminar boundary

layer on an isothermal flat Plate

3. Force convection: flow across a

cylinder of extemal diameter D

4. Forced convection: flow across a

sphere of extemal diameter D

5. Natural convection: boundary layer

on an isothermal vertical wall of
lengthl :

6. , Natural convection on a heated

isothermal horizontal plate facing up,

or a cooled plate facing down

?. Natural convection on a heated

isothermal horiiontal plate facing

down, or a cooled plate facing uP

8. Natural convection on an isothermal

horizontal cylinder of external

diameter D

9. Natural convection on a sphere of
external diameter D

N; Dh = 3.66 (circular piPe)' ?'54 (parallel plates)

' R"on S 2500, Nups --EOn/X, Rep^ = ilD;1e.
nn ) 41"/ p, Ac = bross-sectional area, p : perimeter;

properties evaluated at the average of inlet and outlet

temperatures. ' , ..

Ni = 0.664 net/z r,t/z
103 <Rep<5x lo5,Pr>0.5

Nuo = offi=#R"DT,nE; 
RePPr <o'2

o.62 P"t!? Prrlt
Nip : o.l + ffi; Re2 < l0+, Pr > 0'5

N,,D:2 + (0..4 ne!2 +0.06 n"2/3)rro'a{tr/t ;t/a;
. 3.5 < Rep <7.6x lO4;0'7 < Pr < 380

All properties except p, are evaluated at 16

: o.an Ra!/a * .^o
Na1 : 9.69 + ,u*.arrlprfneVoi 

KaL < Lv'

where Rayleigh number Ra1: gp(Ts - T)Lr /(av)'' I = gravitational acceleration; P : thermal expansion

coefficient

NiL = 0.54 Ray4; 1s4 a Rav < ld , Ral defined in (5)

L = fi / p = ratil of the plate surface area to perimeter

Niy = 0.27 nar/a; los < kas < 10lo

Ray and Z definad in (5) and (6), respectively

0.518 RaYa
rvap = 0.36+ g##;,#-rfr;10-4 4 Rc6r < loe

. Correlation

qd*,ffig6@iep,iqg*kd$€,frk$lie,-@,Mio6. Referring to fi gure 1'6,

the no-slip touno^uty-.onaiil" i; i , '",,'

a'(.r, y)ly=o - uy(x,))ly:o :0 (l +l
': ': 

.

, . T (x, l)ly:o : Tu , (l '5)

where nx and u) are the fluid velocity components in Cartesian coordinates, Z the fluid

temperature distribution, and fi, the temperature of the solid surface' Because fluid
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particles are stationary on the surface" the.heat trausfer from the wall to the fluid in the

ui"ioity of the surface is actually tbrorigh heat conduction. We can calculate this heat

transfer rate according to the Fourier law, . 
,

arlQ: -kA?l (1.6)
oy ly:o

Combining eqs. (1.3) and (1.6) leads to the expressign for calculating the heat tr'ansfer

coefncient

' -orl
h _ _:!_: (1.7)

Tu-Ta

The above equation furnishes a formula for determining the heat transfer coeffrcient,

provided the fluid temperature gradient at the wall can be determined. This task usually

requires solving the velocity and temperature distributions of the whole flow field on

the basis of the Navier-Stokes equations. In typical heat transfer or fluid mechanics

textbooks, the Navier-Stokes equations are derived on the basis of the conservation

principles for mass, momentum, and energy, together with constitutive relations suchas

the Fourier law, which relates the heat flux to the temperature gradient, and the Newton

shear stress law, which relates the local velocity gradient to the local shear stress: We

will discuss the Navier-Stokes equations in greater detail further in chapter 6. In its
simplest form, assuming that the velocity component u in figure 1.6 depends on y orily,

the Newton shear stress law can be written as

3u,
Txy: F-:-'dy (1.8)

'where the first subscript on z denotes the direction of the shear stress and the second

subscript denotes the plane of action of the shear stress (y : constant plane), and

;r [N s m-2] is the dynamic viscosity (or absolute viscosity). A popular unit for trr, is

P (poise), where I P : 0.1 N s m-2. The ratio of the dyiramic viscosity to the fluid
density, 1t"lp, gives the kinematic viscosity, u. Viscosity is generally regarded as an

intrinsic property of the fluid.
pq"g U".k io the theme of this book, microfluidics, which deals with fluid flow

at micro- and nanoscales, has attracted significant attention due to its applications in :

chemical and biological analysis (Ho and Tai, 1998). Many questions can be asked about
fluid flow and heat transfer at such scales. Is the Newton shear stress law applicable toJ .,
fluid flow at these length scales? Is the no-slip boundary condition always correctt Inf !
this book, we will answer these questionS via the Boltzmann equation, surface forci
analysis, and molecular dynamics simulations.

1.3.3 Radiation

Thermal radiation, the third basic heat transfer mode, is different from conduction
and convection. Heat transfer by thermal radiation doeslnot require a medium and can
propagate in vacuum, and the energy is canied by electromagnetic waves. A blackbody,
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Figure 1.7 Blackbody emissive power as a function of wavelengthat different temPera'tufs

lum amount of thermal radiation'
which is an idealized object that emits the maxin

radiates according to Planck's law 
'

Ct_eb;,=FGE.F4

00

where C1(: 37,413Wpmacm-2; and C2(:14'388pmK) are constants' '1" is the

wavelength of ttt" .uoiuioo,-^a ' 
it6'"u*f*" temperature- Tle 

:p::tral 
emis-

sive power, e6,^, i, O"nnJ u' ti'" radiated power per unlt emitting area and per uni!

wavelengthinterval, : ' ,

Power (1.10)
'. r , eb,\:Tm

and has units of Wm-2 pm- 1' Examples of blackbody. tidi"i"" :l1t^T1i:
;;;1.7. The w-avelength at which the maximum emissive power occurs $

the Wien disPlacement law 
:

: L^oT :2898 PmK

)rature of 5600 K and Peaks around
Solar radiation has an equivalent blackbody.-tempt

0.52 pr.m. t ur, tt , ta"t titt]t tft" ftl"** "itititity 
ta*g" is between 0'4 and 0 7 pm is not'

i-ucidental.
Integrating Eq' (1.9) over all wavelengths' we obtain the total emissiv3 power of

a blackbodY

I
I
I
I
I
I
I
I

I

I
I

I
I

I
I

ts6oo 
K

j".

(t.t2)

@ \rJh,cfr. rE Oohsr{^re +{.a}'ri 7 t btg^:1,+*,,k*ar" lS-\tur[&crutg***t'll{gRoDuc
where o (: S.JZ x tO-8 Wm-2 f-a) is the Stefan-Boltzmann constant. Equation (1.12)

is called the Stefan-Boltzmann Law'-- 
R"at objects typically radiate less than a blackbody. The emissivity characterizes the

thermal tuOiutioo characteristics of a surface. The spectral emissivity is deflned as

ex: ex/eb,x (1'13)

thermal radiation can be

described by Maxwell's equations. Qalculating the radiative heat transfer, however,

seldom requires the solution ofthese equations. Tlpically'

or rays rays can be

along the path, or enhanced by emission of the medium along the

propagation direction. Upon reaching a surface, the thermal radiation can be reflected,

absorbed, or transmitted. Calculating the radiation heat transfer between real surfaces

transport processes can be understood through an analogy with photon transport on the

macroscale. Such an analogy will be pursued throughout the text, whenever

I

requires information about the surface radiative properties, the geometrical arrangement

of the surfaces, and the properties of the media between the surfaces. As an example,

consider the simplest situation of two infinite, black, parallel walls separated by a

vacuum. The radiation heat transfer per unit area, q, between the two surfaces is the

difference ofthe energy carried by two groups ofcounter-propagating photons: one from

rhe hot side toward the cold side t" fillana tfre other from the cold to the hot side fo TlJ,

q : oQ{ - rh Q.t4)

always dealing with size or boundary effects. For heat conduction and convection in

nanostructures, the heat carriers 
"*p"ri"n". 

similar situations to photon transport in

macrostructures because electrons, phonons, or molecules collide more often with the

boundaries and interfaces than they collide with each other. Thus, rnany nanoscale

The.transport of Dhotons in micro- and franostructures usually 'differs from that in

.u.-#ffititli"i 6iiciuil the wavelengtlibecomeir comparable to or even longer thrr

the Chambteristic device dicrensio$Under such circurnsjanpes, the phase informatioir

c'aiiiuo fonger be rgnqred 4od th" wave properties of photons, 
ry9h 

as interferenge,

diftaction, and tunneling, 'bu"o*" imporAnt. The treatment of the propagation of
electromagnetic waves is well developed in the fields of optics-and elecromagnetic

waves (Boin and wolf, i980;. Many results in these fields can also be applied to thermal

radiation in small sPaces. In later chapters, we will see that the wale effects in micro-

and nanostructures lead to significant deviations from the thermal radiation relations

developed for macrostructureJ. For example, radiation heat transfer between nanoscale

objqcts can be significantly higherthan blackbody radiation (Domoto et al., 1970). An



understanding of Se4ryppffi,1,qf plp"fp.Sg.provides a bTTJoI cgnprehcqding thg

;;J;;;";&ffiil" ;rot" oo'otr,o energy cahiers such as electrons anp

phonons (Chen, 1996b).
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System

Figure 1.8 EnergY conservation
applied to a closed sYstem.

1.3.4 EnergY Balance

The equations that we have reviewed for different transport processes relate the heat

flux to ttre temperature and the temperature gradient. Equations of this type are called

constitutive equatibns. Each of them is a single equation yith tlo.unknowns: the

t."i n"- ,"4 the temperature. In general, another equation is needed to solve for T

;;;. w";" 
"onr".*,ion 

principi"s to establish this other equation. For heat transfer,

the most important conservation irinciple is the first law of thermodynamics (energy

conservation), which states that heat transfer into a system minus the-work output from

a system equals the change of the internal energy of the system. Referring to a closed

tyg**, ut ,hown in figur! t'a, the first law of thermodynamrcs is

O-W:d(tldt (1'15)

where Q is the rate of heat transfer into the system, I4l is the power output, and U is the

systemenergy, that is, the sum ofthe internal energY' the kinetic energy, andthe potential

energy. In many heat transfer situations, the changes in the kinetic and potential energy'

are usually negligible such that U

One major difference between

represents the internal energY only

the constitutive equations and the conservation equa-

tions is that the former relate t0 specific materials and processes but may not be valid in

all cases, while the latter are universal. For example, the Newton law of shear stress is

valid for Newtonian fluids but not for non-Newtonian fluids' Similarly, the Fourier heat

conduction equation may not be valid for all heat conduction Processes' as we will soon

show. On the other hand, no evidence exists that the first.law of thermodynamics is not

valid, although there are discussions in current literature on the validity ofthe second law

at small length and short time scales (Wang et a1,2002). As we move to the micro- and

nanoscale, what maY change are the aoDs€rfittiun equations. The conservation equations

are expected to hold true.

As an example of using the conservation equations, we consider a region with heat'

conduction as the only mode of heat transfer with no work transfer and no internal heat

The heat conduction across the boundary into the solid can be obtained bYgeneration.

integrating eq. (1.i) over the surface consisting ofthe'boundary (referring to figure 1.8),

r tNTRoDUcrloN 17

where dA is a differential area on the boundary with the norm pointing outward; thus a

minus sign is added to eq. (1.16) to indicate heat conduction into the region. Substituting

eq. (1.16) into eq, (1.15), we get ^

(1.17)

where u is the internal energy per unit volume and the integration on the right hand

side is over the volume. The left-hand side of eq. (1.17) can be converted into volume

integration using Gauss's divergence'theorem and the right-hand side can be further

related to temperature through the chain rule and the specific heat c,

AT

-dv0t
(1.18)

For this equation to be valid in any region, we must have

fi<-trr:lcdA.= * J 
,0,

sv

lr.{*vr1ar:

AT

lo,
v

(1.1e)

which is the familiar heat diffusion equation that is used to solve heat conduction

problems on the macroscale.

1 .3.5 Local Equilibrium

rn thernodynamics, we define e$4lib#pp4f.a staleof aa -is9lg[9,{.9yllgl*h.wbichao
mplor$copic change can be observed as a fwg$on of tipe Quantities such as temper-

ature and pressure are defined only under equilibrium conditions. Transport processes

happen when the system is driven out of equilibrium. A system undergoing steady-state

heat conduction is not in an equilibrium state. Although no change occurs in such a

system, the steady state does not violate the definition of equilibrium, since the system

is not isolated. Howe-ver, the nonequilibrium state of the system does pose a problem
because the temperature cannot be defined in accordance with thermodynamics. It would
seem the constitutive relations we have introduced are meaningless. This dilemma can

be resolved by employing the concept of, l,ocal equili,fuium. Although a system may be

out ofequilibrium globally, the deviation from equilibrium at each point is usually small.
A small region surrounding each space point may be approximated as being in equili-
brium, which allows us to define a local temperature, pressure, and chemical potential.
We have not, however, established rigorous critefia based on when we can assume local
equilibrium and we do not know yet how small this region should be. We can further
ask what happens if the system is smaller than this minimal size.

1.3.6 Scaling Trends under Macroscopic Theories

The characteristic length scales at which the classical theories discussed in this sectionl
fail are typically on the order of submicrons, although the exact demarcation line I I
depepds on the type of energy carriers, the media, and the temperature. A wide range J '
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Table 1 .2 Scaling trend under classical.tansport theories for representative microgeometries

Mode and E:ample Quantity Scaling Trend

. Heat conduction

(1) Along thin films
(2) Perpeudiculartothinfikns

Convection

(l) Inside a microchannel
(2) Across a microcylinder

Radiation

Between nvo black parallel plates

' Coupled conduction and convection

(l) Heat conduition along fins
(2) Lumped capacitance

Heat traosfer rate: Q : kAgA,T /L
Heatfiux:4 =kLT/L
Thermal diffrrsion time t = L2 /a

Z: heat bonduction path length
L = fi}n length (along filrn plane)

. f:filrnthickness
, a: theimal diffusivity,

Heat transfer iate: Q : hA(Tw - Te)
Heatflux: q:h(Ts-Ta)
Nusselt No. for (1): Nu : hd/k : coast.
h for case (l): h u 1 /d
Nusselt No, for (2): Nu - 0.3 q Rel/2
h for (2): n a tlar/2 to 11d

Heat transferrate, I : o 4fl - fll
Heatflux: q:"qf -fll

Q small since A" is small

4 larger than bulk, depending on Z
z sborter tban bulk, dependilg on L

Q depending on A"/ L
4 very large since L is small
r very short

Case (1):

Case (2):

Case (1) r .

Temperature: fflp : "-t'
Heat transfer rate: Q = kAsy(Tb
fin parameter: y = lhp / (kA"))Uz

Forcase (1): B independentofd
q increases wl/tl ,. :

h increases as l/d 
-

For case (2): Q decreases with 60 6 6l/2
4 increases wirh tldUz to l1d

: ft increases with tlaLlz to lltt

Q decreases since A decreases n
f,r"-aior"onstant -p liQre( Kti.LOl

"Sec.ts
For case (1): y increases, temperature decreases rapidly along fins

Q decreases due to decreasilg ec
For case (2): r decreases due to decreasing V/A and incrcasing I 1

Case (2)

Temperature: try,);%l = e-t/tti-lo
Time Constant: r : pcv /(hA)

p = fin perimeter; 4 = initial tbmperature

4 : fin base temperature
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Figure 1.9 MicroscoPic heat

conduction process thtough a gas.

Figure 1.10 A tYPical interatomic

Potential Profile.

Cold

The resultant effect is that a net energy flows from the hot wall to the cold wall due to

the temperature difference between th" t*o walls- It should become clear that the net

"n"rgy 
io* is due to the random motion of the molecules and that the molecules do not

o"""-ri*ity move from the hot to the cold side' :

ln dielecric solid materials (elecfical insulators), heat is conducted through the

uiU=i"tiir-Ai;ioms. The atoms iib: bonded to each other in a dielectric material through

interatomic force interactions. Figure 1.10 shows a schematic of the interatomic poten-

iiJ, O, U"*"en two atoms as a function of their separation' x' The force interaction

between two atoms is the derivative of such an interatomic potential

-d6
tlx

If the two atoms are far apart, an attractive force exists between the atoms because

the electrons of one atom attr^act the nucleus of the other. When the atoms are close, the

interaction forcebecomes repulsive because the electron orbits, or the nuclei' ofdifferent

uiorn, u.gin to overlap. The^minimum potential defines the equilibrium positions of the

uro*r. glrr atom in a solid vibrates around its equilibrium position. The motion of

each atom is constrained by its neighboring atoms ihrough the interatomic potential' A

: simplified picture of the interatomic interactions in crystals can be represented by a mass-

I ,pring rysGm, as shown in figure 1.11(a). In such a system, the vibration of any one atom

*n *or" the vibration of *re whdle system by creating lattice waves in the system' The

propagation ofsound in a solid is due to long-wavelength lattice waves. Ifone side ofthe

solid is hotter, the atoms near the hot side witt have larger vibrational amplitudes, which
' ] ritt be felt by the atoms on the other side of the system through the.propagation and

interaction of lattice waves. Quantum mechanical principles dictate thatthe energy of

each lattice wave is discrete and must be a multiple of ftu (except for a small modification
l, called zero point energy that eqtals hulL), where u is the frequency of the lattice wave

(1.20)

Interatomic

Equilibrium Position
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(a)

Figure1.l1 (a)A mass-spring system representing interconnected atoms in a crystal, and
(b) phonon gas model replaces the solid atoms in a crystal.

and ft the Planck constant (6.6 x 10-34 J s;. This minimum energy hu of a quantized

lattice wave is called a phonon,.,A phcinon at a specific frequency and wavelength is a
wave that extends through the entire crystal. The superposition ofphonons ofmultiple
frequencies existing in the solid forms wave packets that have a narrow spatial exteut.

These wave packets can be considered as particles as long as they are much smaller than
the crystal size. Using this phonon particle picture, the spring system in figure 1.11(a)
can be replaced by a box of phonon particles as in figure 1.11(b). Heat in a dielectric
crlstal i.s conducted by such a phonon gas similar to that in a box of gas moleculqs as

' shown in figure 1.9. The collision ofphonon particles is due to the interaction ofphonon

. .waves, which can be further attributed to the nonparabolicity (or anharmonic) potential
profile as shownin figure l.lO. Aparabolicpotential, according to eq. (l.zq,would lead
to an ideal spring with force linearly proportional to displacement from the minimum
potential position. Phonons in such an ideal potential do not collide with each other.
In chapters 3 and 5 we will explain in more detail the phonon concept and when we can

fieat phonons as particles rather than waves.

In metals, heat is conducted by free electrons as well as by phonons. When atoms
are bonded together to form a metal, some of the electrons in the outer orbits of the
nuclei become free from the bonding of the nuclei. These free electrons can travel a

distance much longer than the interatomic distance until they are scattered by either
atoms, electrons, or impurities. Under this picture, the free electrons inside a metal
cari also be thought of as a gas-an electron gas. The heat conduction process for the .

electron gas is again similar to that shown in figure 1 . 9 for molecules . Electrons in a metal
travel at a velocity typically three orders of magnitude larger than phonons do. Thus,
compared to the energy carried by lattice waves, the energy flux carried by electrons is
in general much larger. Therefore, in metals, electrons are usually the dominant heat
camers.

One may guess that, in Semiconductors, heat is probably conducted partially by
phonons and partially by electrons. That assumption is not completely correct. In fact,
heat is carried dominantly by phonons in most semiconductors, because the free electron
density in a normal semiconductor is much smaller than that in a metal. As an example,
the electron carrier density in a metal is -1923 cm-3 while in a semiconductor it is
typically less than 1018 cm-3. In lightly and moderately doped semiconductors, phonons
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are the dominant heat carriers. However, the electron contribution in a heavily doped

semiconductor can be appreciable.--: 
Ciu"",ir" uUove pictoies ofheat carriers for heat conduction processes, the cgnvecjiol

of heat can be understood rather easily since the only difference of convection from heat

conduction is thut no* t 
"ui"uoiers 

have a nonvaniiring average velocitysuperimposed

on.their random velocity. when a liquid or gas molecule moves from one.place to another

due to its nonzero average velocity, it ahJcanies its internal energy directly from one

&; to.Jn;; rni. JitE., *otion of internal energy in convection is very different froq

heat conduction process. ln tir" futt"., heat is tranJlrred due to the energy exchange of
-h;;;;;.* 

in the collision;t;;;;t. Heat conduction process 
lxists.3ven 

illonvection

pio."r* because *ot"*t", il" still doing lTdoT *oiion' In fact' the random motion

velocity of the molecules is usuaUy much-higher ttran the nonvanishing average velocity

inconvection.However,"o,,u""tiooismoreeffectivethanheatconductionbecause
energy moves directly from one place to another'

Thermal radiation involves another heat carrier, that is, electromagnetic waves' The

p.opug"tion of electromagnetic waves emitted fr.om 1 thermal 
source does not differ

ioniuir"ntatty from tfror"-"uoying TV and radio signals because all are governed by the 
'

Maxwell equationr. rir" -uio, Jif"rence liesin how these waves are generated; Thermal

radiation typically refers to the electromagnetic waves that are generated !y a heat source'

while TV and radio signals are generatediy an artificial source such as the oscillation of

current in a circuit. At the mic.Jscopic levei, thermal radiation is due to the oscillation of

;;;i; ;; uto* una .ryrtur*. s^i*lturty ro lauice waves, elechomagneric waves are

alsoiuantized as a result ofquantum mechanics. An electromagnetic wave at frequency

, .un= rruu" 
"rergy 

that i, o'ty a multiple of hu. This smallest energy quantum of an 
,

electromagnetic ield, ftu, is called a pioton' In fact' most people are probably more

familiarwith theterminology of photon thanphonon' Both of them are the.basic quantum

of a wave; one for electrotiugn"ti" waves and the other for lattice vibrational waves'

1.4'2 Allowable Energy l-evels of Heat Carriers ' 
'i 

The ransportofheatis dueto the motion ofthe energy carriers discussed above and the

:iated with these heat carriers' The possible energy st.' 
ll!?::ffi:!'', no*ro* mechanical prin"ipr"*, whictr we wiil cover il chapters 2

;a S. H"r", *" *iil only give the reader some brief idea. For individual atgms and

*"f;.ti"., mt 
"*gV 

t"n"i, *t typicalfy discrete' For exlmnf' the allow.d.energy

levels of a harmoniJosbillator, which is a good modef for the vibrations of a diatomic '

mcilecule such as H2, are given bY ' :

I 
En = hv(n + 112) (n : 0' l'2'3' " ')

' 
where u is the fundamental vibration frequency. The amplitude of the vibration must be

Jo\ ;ililth" ffi;;;t oittre motecut.ht, inio on" of the abovediscrete energy levels'

,S(l*tr: f""i,J*"#"t"ch tuncrional relutions ar" aiso called dispersion relations. A wavevector

;\N\q";t".1;;;" d;;;; or *uu" propagation (electron Tg.pholgl 
waves) andits

\\v" il;;;;;;;rJ" Jiulo"a uy tr,. wuv.r"ngth. Figures l;12(a) and (b) show examples

{ifi- ziT
lklF -i-r^ll A
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Energy Frequency

Figure 1.1 2 Illustration of typical
dispersion relation for (a) electrons .

and (b) phonons in crystals.

of the elecffon and phonon energy levels, represented by either energy or frequency,

in solids along a speciflc crystallographic direction, where a is the periodicity of the

atoms in the direction of the wave propagation and k is the wavevector. The allowable

energy levels form bands. Within each band, the energy is quasi-continuous because

the waJevectoris discrete, as we will discuss in more detail in chapter'3' However,

there can be substantial gaps between different bands. The filling of the electronic

bands by electrons and the magnitude of the gaps determine whether a solid is a metal,

a semiconductor, or an insulator. The phonon band differs significantly from that for

electrons. Electronbands are typically approximatedby aparabolicrelationshipbetween

the energy and the wavevecto! whereas the dispersion relation between the phonon

wavelength and the wavevector is often approximated by a linear relationship.

1.4.3 Statistical Distribution of Energy Carriers

Not all the possible energy levels ofenergy carriers (molecules, electrons, and phonons)

will be actually occupied by the carriers. Classical thermodynamics tells us that a non-

isolated system at equilibrium tends to minimize its energy. In a system with different

allowable energy levels, heat carriers will fill the lowest energy levels at zero tempera-

ture. At higher temperatures, some of the carriers will have higher energy levels' The

most probable energy distributions of the carriers are governed by statistical principles.

Classical statistical theory gives the probability density /(E), defined as the probabilily

of finding the carrier at energy E per energy interval surrounding E, for a particle in an

equilibrium system at a temperature
--, Se fickinics

'5cal4-. $'22)

where r3 (: 1.38 x 1,0-23 J f-l) is the Boltzmann constant, ? is the absolute tem'
perature, and I is a normalization factor. Equation (7.22) is the famous Boltzmann

distribution (Ludwig Boltzmann, 1844-7906). For a monoatomic ideal gas system, the

only energy of each atom is its translational kinetic energy

(a)

/no.^hthMJr ;.,hol qas : t : +G + uj + u!)

{
where rn is the mass of the atom and ur, uy, and u.. are

velocity. Since the probability offinding this particle to

infinite speed must be one, we have

(1.23)

the"components of its random

hale energy between zero and
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Carrying out the above integration leads to 
i

B:l "- 
|

\2nrcpT /
The probability density of a monatomic gas is thus

-m -@ -@

' m@l+ u? + u?)

2rc sT

*(4+

(t.2s)

(t.26)
Zrc nT

which is called the Maxwell distribution. With this probability density, we can calculate

other expectation values (or average values). For example, the average energy (internal

energy) of a monatomic gas molecule is r

.r
(e-;" is

.iA

theorem for classical systems states that at sufficiently high temperatures (such that the ,

Boltzmann distribution is valid) each quadratic term ofthe molecular energy contributes

to themoleculeanaverageenery! r3T l2.Foramonoatomicgas, eachmoleculehasthree

quadratic energy components, from itg translational motion, as indicated by eq. ( 1 '23), l

-oo -d

+
2rc nT

Transforming the Cartebian coordinates ua, t)yt t)z into spheribal coordinates makes the 
:

above integration much easier. The final result is

J

The above expression means that temperature is kinetic
energy for a monoatomic gas. Equation (1.28) is a very useful result to remember and is
an exdmple of the equipartition theorem in statistical thermodynamics. The equipartition

so that the total average kinetic energy is3rcnT /2.

Example 1.1 Speed and specific heat of gas molecules I 
,

Estimate the average speed of helium atoms as an ideal gas at 300 K, and also estimate

its specific heat at constant volume.

re Maxwell distribution is

m@l+r2,+rfi)

a,, f a,, i Trr +,1+ "') (#i)'''
m

t i, G:;)"' "* ( #) qn i,2au :,,[*

du,
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The mass -r a helium atom is 4 x 1.67 x 10-27 kg, where 4 comes from the fact that a
helium atom has two protons and two neutrons, and 1.67 x 10-27 kg is the rest mass
of a proton (a neutron has approximately the same weight as a proton). we thus obtain
theaverage'v"locity of helium atoms is t257 -;-i.T;;;;ilil; heat, we
know that a mole contains Nt :6.02 x 1023 (Avogadro's constant) molecules. The
total energy of a mole of helium atoms is thus z : 3NarcBT /2. The specific heat
at constant volume is c, : 0t407 : 3 rc n N e/2 : 3 Rul2 : 12.5 J K-l mol-l, where
R,t = rcN4 - 8.314 J K-l mol-l is the universal gas constant. The actual specific
heat ofhelium is in agreement with this number.

:

cornrnent: A quick order-of-magnitude estimation of the average speed can be
'obtainedbysettingtheaveragekineticenergyofeachatom,3KBTlz,equaltomv2l2,

which leads to 11 : (3 rc s T I m)t /2 x1364 m s- 1 
; which is slightly highir rhan (u).

\I/hen energy leveis are not continuous, the norrnalization factor B in eq. tt.zzl can1| l-l
no longer be determined as is done in deriving the Maxwell distribution. We witt give ttre J ' '
distribution functions for electrons and phonons here,.leaving the details to chapter 4.
The electron probability densiry is governed by the Fermi-Dirac distribution and that of
phonons and photons by the Bose-Einstein distribution,

Feruri-Dirac distribution: f (E) : (t.2e)

Bose-Einstein distribution: 
"f 

(u) :
*p(# ;1

(1.30)

where g, is the chemical potential. The Bose-Einstein distribution is expressed in terms
ofthephononenergyE =hvratherthanEdirectly., .

From the above discussion, we see that ternperature is only meaningful when we deal

, f*t* a large number of molecules. et equiliUium, tlre temp"rature alo-ne determines the
ll statisticat disfibution of all the heat carriers in the system. It is meaningless to speak

. I of the temperature of one single particle. But it is meaningful to talk about the energy
-of one particle and the average energy of a cluster of particles, even if the particles are

out of equilibrium such that they do not obey the Boltzmann distribution (or otherkinds
of expected statistical dishibutions). Later, we will use the concept of temperature for
higttly nonequilibrium systems. In these situations, temperature should be understood
as a measure of the local average energy density, but one cannot detennine the statistical
distributions of the particles on the basis of temperature alone.

1.4.4 Simple Kinetic Theory

By definition, heat transfer involves the motion of heat carriers generated by temper-
ature differences. Statistically, heat carriers generated by thermal iou."", u." Liaoioty.
distributed in all directions. Given the posi-tion and veiocity of all heat ."td;;;, ;;1
subsequent motion determines the energy transport. Although, in principle, the trajectory
ofthese energy carriers can be traced on an individual basis, such an *utyti.ul upptou"i
is usually impractical due to the large number of carriers existing in ttre meAium. With
the rapid advancement of computational power, however, some problems are within

nJ'
t-
\l1
6"



26 NANOSCALEENERCYTRANSPORTANDCONVERSION

Figure 1.13 SimPlified
derivation of the Fourier

law based on kinetic theory.

q.:|Qrn,) l'-*' - 
Lr{nz'Dl'*,.0

thereachofthisdircctapproach.Wewilldevoteachapter(chapter.10)-torrolecular
oynu*i.,,*i,ictrisbaseoontracingthetrajectoryofindividualmolecu.les'InmoJtcases'
some kinds of avrruging ur" n"""rr"a.y iot pru.tical mathematical descriptions of the heat

carrier motion. rne nourier law ioir,Lt uunrr"r, the^Fick law for mass diffusion, and the

ohm law for electrical *rdllil; ;;:the results of averaginglhe microscopjc motion

in-u rom"i.nUy large region and over a sufficiently long time' The laws ge the correct

'representations oJ the uu",ug" U"t'uuior of the enetgy' mass' ind current flolv in macro-

scopic systems going throuih relatively slow processes. such averaging may no longer

l. itfiir" ,ni"tt.ur" and"nanoscal.e domains and for high-speed processes because

the conditioqs tor tt 
" 

av.,age'behavior are no longer satisfied' In subsequent chapters'

we will take a closer tootc alt ttre 4veraged motion of heat carriers in micro- and nano-

scale systems. Here, we il il;J; a simple derivation of the Fourier law from

kinetic theory. :-- 
w" 

"onrid". 
a one-dimensional model as shown in figure 1 . 1'3 . If we takean imaginary

surface perpendicular to ,rr" t".i-n"* direction, the net heat flnx across this surface is

the difference between ttt" 
"""rgv 

nt*"s associated with all the carriers flowing in the

positive and negative directions]'Considering the positive direction, the carriers within

a distance nxr can go *" the interfacelefoie being scattered' Here uo. is the -r

component or *r. ,unoq* uriocity of the heat carriers and r is the relaxation time-the

averagetimeaheatcarriertravelsbeforeitisscatteredandchangesitsdirection'Thus,
the net heat flux carried by f,"ut "u"i"'* 

across the surface is

Cokl

,, ^f ^^^L ^. '

where n is the number of carriers per unit volume and E is the energy of each carrier.

The factor 1/2 implies ttrat oily traf of ttre caniers move in the positivex direction while

the other half move in the neffi, air"ction. using a T-aylor expanqion, we can write

the above relation as i

q : _uxt-;-

Now we assume that u' is independent of x ' and tf, = (l l3)u2 ' 
where u is the average

il"; velocity of the heat carriers' Thq above equation beco1nes

(1.31)

u2r dU dT

.-!--

e
p-lo o

3 dTd&
(1.33)
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Figure 1.14 Mean free path
estimation for a box of gas molecules
with effective diameter d for each

molecule: (a) effective diameter of two

molecules to scatter is 2d, and (b) mean

free path is the average distance
between two consecutive scattering.

whereU =nEisthelocalenergydensityperunitvolumeanddllldT isthevolumetric

specific heat C of the heat carriers aJ constant volume, which eqlals the mass specific

heat c times the density p,i.e., C - pc. This formulation leads to 
the 

Fourier law

q, - -(Cv2t/3)dT/dx = -kdT/dx (l'34)

Although the above model is fairly crude, the expression for the thermal conductivity is

actually a surprisingly good approximation,

: k = Cuzt/3: CuIt/3: pcult/3 (1.35)

A: ur ls free path-the average distance a heat carrier travels before

it loses its excess energy due to scattering. Very often, the above equation is used to

estimate the mean free path on the basis of experimental results for the other parameters

in the equation

We now give a very crude derivation of the mean free path for gas molecules. By
definition, the mean free path is the average distance that a gas molecule travels between

successive collisions. It is not the distance that separates individual molecdles. Suppose

that ttre effective diameter.of an atom (or molecule) is d, as shown in f,gure 1.14.*

The effective diameter for two atoms to collide is 2d and the collision cross-section is

fi(2ilz /4. If the molecule travels a distance Z, it sweeps out a volume nclzL.If the

molecular number concentration is n, then the number of molecules that this particle

will collide withis nrdzL. The average distance between each collision is (Kittel and

Kroemer, 1980)

Lrn
;;Fz: o*,

where we have invoked the relation that the number of molecules per unit volume is the

density divided by the molecular weight rn. This expression assumes that the molecule
being considered moves but the other molecules in the volume are stationary. Dropping
his assumption leads to a more accurate expression (Tien and Lienhard, 1979),

' L: --!-r./2 pd,

. rThis is not the diameter of the ion or the electron orbit. It represents the force range that a molecule exerts

- on its sunoundings.

(b)

(1.36)
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For an ideal gas, P : PrcsT f m, so

rcnTA 
- 

__--=-
tt/2 Pd'

Estimating the effective diameter d of. an atom or molecule requires detailed infor-

mation ,"g*Aiog the molecular and electronic structures of the molecule and the atom'

We can ,*Oily i"uron that d is proportional to the number of atoms.in the molecule

and the number of electrons in the atom. Let us take an order-of-magnitude value for d

;it.i ],.eir : tOl kpa, T : 300 K, A is approximately 0.14 pm. At alow pressure'

il;;;;pit at i =i6-s to,, :t3zx tb:6Pa, At 14,000m, whichis avery

il;g ;#lt"g'dira*"" and means that no collision occurs in practical systems under

,o.h 4 uu.uu* condition. In thin-film deposition processes' vacuum conditions are often

used to avoid contamination and the long mean free path ensures that atoms will travel

uninterrupted (ballistically) from the source to the depositing surface. Equation (1.38)

shows that the mean free path of gas molecules increases with increasing temperature' In

addition, the gas random velociiy increases with the square root of the temperature' At

room tempera'ture and higher, th! molar specific heat remains constant and the density

is proportional to PtT .This effect leads to the conclusion that the thermal conductivity

in"."*", withTrl2 for gases and is independent of pressure' Check flgure 1'5 for this

trend of thermal conductivity for various gases.

Example 1.2 Thermal conductiuity of gas

Estimate the thermal conductility of air. 
.

solution. we will use eq. (1.35) to estimate the thermal conductivity of aL- we can

estimate the random vel,ocity of air molecules from mvz 12 = 3rc37 /2' where nt is

the average mass of an air molecule (average molar welght of air is 29). This,gives

" 
: siq]mr:i. e, room temperator"' p J.t6 kg --3 and c : 1007 J kg-lK-l'

Substituting these values and a mean free path of 0'14 pm into eq' (1'35)' we obtain

k : 0.028 W *-lK-l. This is not far from the actual thermal conductivity of air at

300 K, which is 0.026 W m-lK-1.

1.5 Micro-.and Nanoscale Transport Phenomena

At small scales, many macroscopic descriptions of heat transfer become invalid. In

section, we will provide examples to illustrate microscale transport phenomena.

(1.38)

I

1.5.1 Classical Size Effects

One example of the classical size effect is rarefied gas heat conduction' This-size effcct

occurs when the mean free path of gas molecules becomes comparable to or largdr than

the size of the system. We have seen that the mean free path increases witli decreasing
. gas pressure. The air pressure in the oqter atmosphere is very low and thus the mean free

path of the molecttles is long. A spacecraft going through the outer atmosphere cannot

Le modeled on the basis of continuum theory; this sparked a substantial amortnt of work
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10'8 1o-7
Silicon Layer Thickness, d" (m)

Figure 1 '1 5 Thermal conductivity of silicon 
'films 

as a function of the film thickness or wire
diameter. (Courtesy of M. Ashegli).
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in the past on rarefied gas flow and heat transfer. fgteh,s€miamdr*etor.rn*mf*cfiriri!
prygesses qqe gflgp.perforued in vacuum environsrents, for which heat gaasfer and fluid. ,

flow may fall into ttre rarefied gas regirre.
Past research interests in rarefied gas dynamics and heat transfer were stimulated

by the increasing mean free path en"ount"red in low-pressure environments. Micro-
fabrication and nanotechnology led to micrometer and nanometer structures with the
characteristic length comparable to the mean free path of gas molecules, even at normal
atmospheric pressures. The rarefaction effects must be considered for gas flow and
heat transfer in such structures. The small size also brings in additionaifactors. For
example, de-spitFrbe:frelthst liquids-EoleculEs have amean@p+tb only on the order"
of'angs&orrs, the surf,ace charges that build up may signincantiy affect ttre treat tansfJr
and fluid flow iu submicron channels.

size effects, which are well studied for gases, can also be expected for electrons
and phonons, since both electrons and phonons can be.consid..id u, gases existing
within solids (electron gas and phonon gas). when the mean free path-s of electroni
and phonons become comparable to or larger than an object's characteristic length,,
heat conduction in solids can deviate significantly from the predictions of the Fourier
law. The thermal conductivity of thin films or nanowires is no longer solely a material
property, but also depends on the film thickness or the wire diametei Figure-1.15 shows
the thermal conductivity of si single crystal thin films and nanowires as a function of
the film thickness and wire diameter.

: 1.5.2 Quantum Size Effects

According to quantum mechanics heat carriers such as electrons and phonons are also
material waves. The finite size ofthe system can influence the energy transport by altering

EXPERIMENTAL DATA
O Asheghi etal. (1998)
I Ju ana coodson 1ti9s1 ]I Liu and Asheshi (2oo4i fI Li etal (2003)

SQURE

THIN FILM

BTE PREDICTIONS PHONON.
BOUNDARY SCATTERING
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1]f-'.2

!L!-ttaL/
Figure 1 .1 5 Standing waves in a quantum

well, the two lowest energY levels'

the wave characteristics, zuch * ftmiffi$**dl8&'lve}Fs and mting reraldp$'lh4

do gote{rq1:in.qr*.pa*gau ro. 
"*u*Jf",'lG"tton* 

in a thin fllm can be approximated

as standing waves inside 
";in1iu1|';"ti;iinfiniteheight 

as shown in figure t't^6 T"
condition for the formati"rt"r tu.t t,"tding waves is that the wavelength 'l' satisfies the

following relation

momentum P,
(1'40)p : hl)t

where h is the Planck constant (h : 6'6 x 10-3a J O' The energy of the electron is thus

E - p2l2m,

(1.41)n
En

tl

il

til,

rl;

rl

iij
'i,
'I

rr

Forafreeelecfion, ,n - g.lx 10-31 kg' and D = llt"um" En:5"9 x 10-25

"';, J ,t,a; il;erly separation between h? n.= I and n : 2 levels is 1'8 x '

i0jt-;. A;;;;,"*pJr^*r5, ,nir 
"n"rgy 

*purution is too small compared to the thermal

fluctuation energy K sT ='i| .ii tO-'Vi to|e distinguishable from thermal fluctuation'

In addition, the electron mean free path at rooTi?-p:t4t*e is usually much smaller than

1 pm. Scattering of electroil i"roiv, ,ir" 
"ondition 

for forming gtanding waves, making

eq. (1.39) inapplicable. ff"***, tt ttte film size i' io'tt'"t ttiuceO' say to D 1100 A'

scatrering is negligible *i;;"rgi quantizationbecomes observable in comparison with

thermal fluctuation. Th".i;;;;Jay quantization will affect the electrical, optical,

ani^ttrlril;."perties of nanostructures and nanomatelrals' ' ' '

d siassrcal' lans;'-by- ipposing new"
S1Ze effqg.t$ .cleq,!g -dpyiations,ftorn .p*ldy .!t$9

wditions at the btt"drG' Tt'4tpgtt ut tn"tt qAq scales 44y alp---a^i$-tl liggt$E4dy

fros that at thq !q.4ge.r time seales that we are gyg to This difference is because the

clqssical laws^r" or*Ji a*l;-"il;; 
'i*" 

scales rrugh loncer +3q th'9 ti4e ry49 9J

Table 1.3 Basic characteristics bfenergy carriers

Free Electrons Phonons
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MoleculesPhotons

Electron and

atom motion
In vacuum

or media
Bose-Einstein
O-infinite

- 108

Source

Propagation
media

Statistics
FrequencY

. or energy

Velocity (m

Freed from
nucleic bonding

In vacuum
or media

Fermi-Dirac
O-infinite

- 106

Lattice
vibration

In media

Bose-Einstein
Debye cutoff

- 103

Atoms

In vacuum
or media

Boltzmann
G-infinite

-102

microscopip process€s. We can quickly estimate, for example, the average time interval
z between successive collisions of phonons as

r : It/u (1.42)

where A is the phonon mean free path and u the average phonon velocity. For many .
materials, this relaxation time is of the order 10-12 to 10-10 s. Although this appears

to be an amazingly short time, a laser pulse can be as short as a few femtoseconds
(l fs : tO-ls s). dlearly, if we deal *ith p.o..rr"s shorter than the relaxation time,
the classical Fourier diffrrsion law will no longer hold true, since the diffusion process

is established by considering the multiple collisions of the heat carriers such that their
motion is almost random. In addition to the relaxation time, there are also other time
scales that need to be considered, such as the time characterizing the energy,exchange
between electrons and phonons. An example of the latteris the femtosecond laser heating
of metals (Qiu and Tien, 1993).

Table 1.3 summarizes the basic characteristics of energy carriers, including:

r Free electrons in solids, which are released from the bonding ofthe nuclei and can
propagate in solids as well in a vacuum;

r Phonons, which are due to atom vibration in crystals and cannot propagate in a

vacuum;'o 
Photons, which are generated from the electron and atom motion and can propagate
ip a vacuum;

r Molecules, which form due to bonding of atoms.

Electrons obey the Fermi-Dirac statistics and are called fermions, while photons and

phonons obey the Bose-Einstein statistics and are called bosons. Molecules obey the

Boltzmann statistics (classical) under most temperatures except when approaching abso-

lute zero, when Bose-Einstein statistics must be considered. The quantum mechanically
allowable energy (or frequency) of one carrier spans a wide range, from zero to infinite,
except for phonons for which the maximum is capped. The allowable energy only tells
what is possible, but not the average, which is determined by the temperature and the

statistics. The random average velocity ofthe heat carriers increases from molecules, to
phonons, to electrons, and to photons, approximately.

Table 1.4 illustrates the transport regimes of energy carriers. This regime table can

be best understood after reading through chapters'5-7. It divides the transport into
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Table 1.4 Transport regimes of energy carriers; O represents order of magnitude

Important Length Scales

,l Coherence length; l"
Z Phase-bredking lenglh, !o

l": for photon: pm-km
for phonon: 10 A
for electron: 100 A

.lo: Mean free path

J Meanfteeoath,A

Photon: 100 A-l km

Electron: 100-1000 A

Photon: 100-1000 A l

F u*t|/,

several regimes.

coherent

Quantum Boltzmann

equation

to

Fluids

Super
fluidity

molecular

Boltzmann
transport
equation

Newton's
sheir stress

1S

Free

flow

wave

we treat wave and.pafticle size effects in chapters 5 and 7'

Most engineeriig .ou..", teach only the classical transport theories; that is, the

bottom roviof taUtl f.+. Some engineering disciplines may be more familiar with

electromagnetic waves and photon radiative transfer: in other words' the column for

photons. ,{ wide range of transport problems fall into territories that are not familiar to

blassical engineering disciplines but are becoming increasingly important in contempo-

rary technoiogy. This book covers these unfamiliar domains as well as the more familiar

regimes to help the reader solve problems on all scales'

1.6 PhilosoPhY of This Book

The introductory discussion thus far suggests that, to deal with micro- and nanoscale

thermal energy transport processes, one needs to have a clear picture of the motion of

"nergy 
carriis and the thermal energy associated with their motion. This book aims

ofv

Ell
ils
Elx

a

!ln

$til

p >o(A)
diffusive

D - o(L)
quasi-

diffusive

D - OU^)
p - o(t,)

D < O(t.)
D < o(t-\

Radiative
transfer
equation

Diffusion
approxi-
mation

Ray

tracing

Coherence
theory

Maxwell
EM theorY

Photon

Quantum
mechanics

Electron

Quantum
mechanics

Phonon

Boltzmann
transport

equation

Boltzmann
transport

equation

Ray

Ohm's
law

Ballistic
transport

Fourier's' 
law
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TturIErt
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Figure 1 .1 7 Structure of this book.

to develop a unified microscopic picture on energy transport processes for elemen-
tary heat carriers including electrons, phonons, photons, and molecules. Figure Ll7
shows the structure of this book. we will began with the energy states of energy
carriers, which are established on quantum mechanical principles, solid-state physics,
and electrodynamics (chapters 2 and 3). The association of these energy states with
heat transfer comes about through the statistical distribution of heat .uft.., at equi-
librium, where temperature enters the picture. Statistical thermodynamics is discussed
in chapter 4. Heat carriers have both wave and particle characteristics, as is implied
by quantum-mechanical wave-particle duality. The transport of thermal energy can be
analyzed from either the wave or the particle picture. Itis important to understand when
to treat the carriers as waves and when as particles. A key question is whether the
phase information of the carriers is maintained or not in the transport process. Energy
transport as waves is treated in chapter 5, together with a discussion on when the wave ,

characteristics can be ignored so that the particle description alone is sufficient. Energy
transfer by particles is treated in chapter 6 on the basis of the Boltzmann equation,
from which classical laws valid at macroscales are derived, accompanied by discussions
on the approximations used behind the derivations. Classical size effects are treated
in chapter 7. Energy conversion between different carriers is discussed in chapter g.

Throughout the entire text, attempts are made to treat all the energy carriers-electrons,
'phonons, photons, and molecules-in parallel so that readers can draw analogies from :

their previous engineering and scientific backgrounds. Liquid molecules, howJver, defy
such a unified treatment and thus chapter 9 is devoted to a discussion on liquids.
Direct simulation tools based on molecular dynamics are becoming increasingly use-
ful. Thus, chapter 10 introduces molecular dynamics techniques, with an emphasis
on the statistical foundation for analyzing the trajectory of the molecules obtained in
a typical molecular dynamics simulation. tt snould be noted that the lin"or r"spons-
theory introduced in this chapter has much broader applications thanjust to molecular
dynamics.
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Thetextstrivestodevelopconnectionsandanalogiesamongtheenergycarriers.The
.*r;;;ilr" "#"" " "nen 

discussLdin varioui disciplings an.is 
1{llconsidered' ;";;;";;;d by diff;r;;;' rh' Td".'lyi'c 

princrplel' hgwever' arc either verv

similar or identical, * ir ilat"r"a'by ,ub1" 1 .a, wnlctr justifies the {temPt 
to develop a

n#;;";;;i",rri, "tr", 
*" diuid. transport into generally the wave regime and

the particle r"gi*" u".lir;"ri *Jr* r,", both'wave *o pu*i"t" characteristics. In the

' wave regime, the phase information of the energy carriers must be. considered' therel i1 '

, il p;;;;;git"t, *d;il1;ui""totv is impo'rant' Ttt" ptopasation of material waves or

electromagnetic waves shares many similarities-despit" ttte diff"rences in the. governing

equations. In ttre part#;;;; ,* phase- informarion of the energy carriers can be

' ignored. Particle t *rp"rt, ,r-taer mo{ coyrtLo;rs; can be dbscribed by the Boltzmann

. equation. The rotto* rirr"" or tuut" 1.4 lists the diffusion theories that most readers with an

engineering backgrounO ar" fu*iliar with' Some readers may also be familiar with prop-

agationofelectromagneticwavesorphotontransport(oranaco.usticwaveequivalent).
other regimes in trre tabte are most iik"ly t"r, ramitiar for readers in engineering but

are often encountered ii a""ii.g *in nanoscale_transport. This book aims to cover the

I transport in a11 of the aforementloned regimes, while developing a parallel treatment for

all carriers so tfr* *"a*, *l-,i, iitr"r"oti*tgrounds can draw on their prior knowledge

in exploring the nano-iJJtiy' n"tuu'" of tne wiae range of toPics- covered'in this

'book,however,,.ua",,_,r,ootabepreparcdtoembracenewterminologies.Ibelieve
irr", f"""5J,v *i n Jn;i"nt r"t*i;ofogies is a necessity for interdisciplinary work'

which is becoming tr;;il;ttr"port; in our exploration of the:'a1p!e room at the

'boftom.':

1.7 Nomenclature for ChaPter 'l

a
A

thermal diffusivitY, m2 s- 1

cross-sectional
area for conduction,
and surface area

for convection, m2

normalization factor
specific heat, I kg-IK-l
uho"to.i. splcihc heat, Jm-3K-l
effective diameter

of molecules, m
diameter of cYlinders

or spheres; seParation

of plates, m
hydraulic diameter, m

. emissive power Per
unit area, W m-'
spectral emissive Power Per

wavelength interval,
ly rn_z,j*_r

allowed energY level, J

probability distribution function

interatomic force, N
cravitational acceleration' m s-2

fonvection heat transfer coeffrcient,

Wm-2 K-1; PJanck constant, J s,

tft"t*a gonductivitY, Wm-l K-l
wavevector, m-l
characteristic length, m

mass, kg
integer; Particular number

density, m-'
Avogadro constant, mol-r
Nusselt number
perimeter, m;

rno*anto*, kg m s-l
Prandtl number

heat flux
vector, Wm-2

L

ili.

;1,,

lir.
iL.

'it.i

t,l

...

i:

rl

|.

lr,
i

.1t,.

Na
Nu
p

heat tral.-^er rate, W
Rayleigh number
Reynolds number
time, s

temperature, K
intemal energy
per unit volume, Jm-3
fluid velocity, ms-r
system or internal energY, J

molecular instantaneous
random velocity, ms-l
volume, m3

power output, W
thermal expansion coefficient, K-l
fin parameter, m-l
Boltzmann constant, J K-l
wavelength, m
mean free.path, m
dynamic viscosity, N sm-2;
chemical potential, J
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kinematic viscosity, m2s- I 
; ftequency

of phonons and photons, s-l
density, kgm-r
Stefan-Boltzmann constant, W m-2K-a
relaxation time, s; time constant, s

shear stress, N m-2
interatomic potential, J

Subscripts r

ambient
blackbody

' cross-section
per unit.wavelength
wall

1l, z Cartesian components

Superscripts

average
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1.9 Exercises

1'1. Membrane method for thin-film thermal conductivity measurement. one
technique for measuring the thermal conductivity of thin films is to create a
freestanding film by removing part of the substrate, as shown in figure p1.1.
A thin-fiim heater is deposited at the center of the film. A thin layer of electrical
insulator (such as sio2 or si3N4) is used between the film and the heater if
the film itself is electrically conducting. The temperature rise of the heater is

' determined by measuring the change in its electrical resistance. The substrate
temperature is assumed to be uniform (altematively, another tempe.utor. r"nror
can be deposited at the edge ofthe film and the substrate). Thermal conductivity
along th6 film can be measured but one must be very careful to address various
factors that may affect the final results. Answer the following questions.

Eeater
al \ kll Itrsulstor+ y^,.
tffiryry$

(a) (u) (c)

Figure P1 .1 A thin-film conductivity measurement method (a) schematic of the cross-
section, (b) photograph of a fabricated heater, and (c) photograph of a the free-standing
silicon membrane.

(a) Derive an expression for determining the thermal conductivity of the film, given
the power input to the heater, the temperature rise of the heater, the temperature
of the substrates and the geometries, under the following assumptions: ity t.ut
conduction is one-dimensional, (2) heat losses along the film are negligible, and
(3) the thermal resistance of the insulating film is negligible.
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'Ol 
tFor 

a 3 pm thick silicon membrane' the tnermal conductivity at room

temperature ir t+S W m:ifi' tt'" **tot"a temperature rise of theheater'is 2oC'

. Given rhe geometries ; fi;; piri(btili;, es'timate how much power input is

needed.

, (c) For the silicon thermal conductivity measurement' an insulating layer must

: be placed between,h.;;;;;;;;tr'" tiu"ln film for electrical isolation' Assuming

a 200 nm thick SiO, ii*-*itft ^ 
tttl*ta 9"{tdy:tiviw 

of 1'2 Wm-lK-r is used'

estimate what th"r*"r "'*o"",i"itv v"" *il g", if the tirermal resistance of the Sio2

layer is not rakeo into u"JoJniin urioiv"ing ttt. 
"*perimental 

data, based on the power

input condition given in (b)"

cient due to convection ani raOiation-is 10 Wm-2K-l' For the silicon membrane

;#il;;il@t;il*,i"" h"w much additional powerqrput is needed as a

resuliof this heat loss''*i;;;#i;;;in *"*o'ing low thermal conduptivity membranes is the heat

: loss along the t 
"u,"r, 

t;;h-i;s'a retativety high thermaf conductivity' Assuming

, that the heater tf,ictnest tt;-= iOO n- *O tfy material is gold with a thermal

conduqtivity of Sf S W;-iK-t, a"uJop u *odel to eptimate the heat loss along the

, heaterto the subsfratP. - ^- r

1 .2 AC carorimetry methodfor measuring'thin-fiIm thermal diffusivity (Hatta, 1990).

one thin_film thermal diffusivity measurementmethod is to use a modulated light

sonrce to heat tp 
" 
;;;-t; a' *hown in figure Pi'2' A small temperature

sensor, either a ti"y ft;;;;6e or a microfabricated sensor' is placed onto the

fiIm. The distance b"t**n *'" nm and the temperature sensor is :"to"tt:1^:l-i
I 
mask that blocks part of the light source- Amplitude and phase of the t'emperature

response are measured as a finction of the distance .L between the temperature

. sensor and the-edge "fit"'fi'ttir"urce. 
This isoequivalent to measuring the,

distribution of the "*pi*d" 
*o phase as.a function of x. Derive an expression

il #;#;ililffi oirusivity on the basis of (a) phase signal and

6;ili*a",ierd. il"Jitl" urro*ptions madg in establishins the model.

,..
P=Asin(ot)

Sensor

Figure P1 .2 AC galorimetry method for determining then4al diffusivity of thin

grsss-plane thermal conductiviry rnectsurement of thin

methlod. The measurement of the thermal conductivitY

films.

1.4
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thin-fir.^r plane (cross-plane) is dfficult because the temperature drop across

- a thin film is small unless a high heat flux is appted. Since thin films are

usually deposited on a substrate, Jne-dimensional heating is unfavorable because
a large temperature drop would occur across the substrate rather than the film.
To avoid this situation, one solution is to use a narrow heater patterned directly
on the film, as shown in figure Pl.3. In this case, the heat flux through the film is
high but the heat spreading inside the substrate lowers the heat flux, leading to a
relatively large temperature drop across the film compared to that in the substrate.
For the given configuration, we can assume that the heat flux is uniform from
the heater into the substrate. If the subshate thermal conductivity is known,
the thin-film thermal conductivity can be determined from the measured heater
temperature rise. In this problem, the substrate is silicon with a thennal con-
ductivity of 145 Wm-lK-l and the film is SiOz with a thermal conductivity of
1.2Wm-tK-1.

(a) Assuming heat conduction is two-dimensional, derive an expression for the

averuge temperature rise of the heater.

Adiabatic

Adiabatic

2vt--2rrlm

Figure P1.3 Figure for problem 1.3

(b) The ideal case is that heat conduction through the film is one-dimensional. For
a 400 nm SiO2 film on a silicon substrate and a heater 10 pzz wide and 2 mm long
with a power input of 40 mW compare the exact solution for the average heater
temperature with the approximation that heat conduction inside the SiOz is
one-dimensional.

(c) Deterrnine the temperature drop across the film and inside the substrate.: (d) Estimate the heat loss through radiation and convection and compare its
magnitude with that of heat conduction.

Cross-pl.ane thermal conductivity measurement of thin fiIms: 3a method (Lee
and Cahill, 1997). One disadvantage of the steady-state method in problem 1.3

is that the backside temperature of the substrate must be known. In reality,
the substrate is placed on a heat sink and the baclcside may not be at uniform
temperature. In addition, the thermal resistance between the substrate and the
heat sink also changes the temperature of the substrate. To avoid this situation,
heat input into the heater can be modulated by a sine input current at angular
frequency ar. In this case, power will be modulated at 2o;, leading to a 2ot

temperature gscillati.on and corresponding electrical resistance oscillation ofthe
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t"*t"r,au"tottt"t"*p",aturedependenceoftheresistance'Thisresistance
;;;ii#;;;i, r"uo, to a third harmonic component in the heater voltage' Bv

*;"sJ;;,,n" phase and amplitude of this third harmonic' the temperature rise

of the heater due to the *odolating power input can be determined and' from

,hi, ;;;J conductivity of the-fiim can be determined' This is called the 3c''t
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(b) v{hat are the requirements on the pulse width that will maximize the sensitivity
for measuring the thermal difhrsivity oi the film?

1 -6 Lumped heat capacitance and time constant Develop a lumped capacitance

inside a liquid at temperaiure 29. In such a model, the temperature of the solid is
,,' ' ' assumed to be uniform, and the heat transfer coefficient between the solid object

and the fluid is taken tobe h. other known parameters are the surface area A,
t}te volume V, the density p, and specific heat c of the solid.

(a) Derive the differential equation governing the temperature history ofthe solid.' . (b) Solve the equation and find thelme constant of the process.

sPhere.

.1.7 r3T energy. One unit for energy is the electron-volt (eV). It is the energy differ-
. ence ofohe electron under a potential difference of I v. convert | rcsT at300 K
into milli-eV (meV).

1 .8 T'hermal conductivity of gases. Estimate the thermal conductivity of air and argon

1 .9 Mean free path in air. Estimate the mean free path of air molecules as a function 
:

of temperature at atmospheric pressure on the basis of (a) kinetic theory and
(b) experimental data on the thermal conductivity and specific heat of air.

" 1 .10 speed of electrons. Estimate the average random speed of an electron gas in a :

semiconductor at 300 K.

ffifner*al conductivity of liquid. Although the application of kinetic theory to- a dense liquid is questionable, estimate the thermal conductivity of water at

and the results from the kinetic theory. This estimation is typically smaller than
experimental values because, for liquid, potential energy exchange contributes
to heat conduction.

1 .12 Phonon mean free path and relaxation time. Giventhe thermal conductivitv of
Si at room temperature as 145 Wm-lK-l, the speed of sound as 6400 m;-1,

.the volumetric specific heat as 1.66 * 196 y--311-1 
,

kinetic theory. In reality, thib estimation usually leads to a much shorter mean free
path (about a factor of l0 shorter) than with more sophisticated modeling.

-.--;,^ (b) Estimate the relaxation time of phonons in silicon.

ffiftr.r's hw of dffision. using a simple kinetic argument that is similar to rhe
derivation of the Fourier law, deiive the Fick law of diffusion, which gives the
mass flux for species i under a concentration gradient as

qo

0

(a)Deriveanexpressionforthetemporalresponseofthefrontsurfacetemperature'
urro*ing all thermal prop"r,i", (thermal coniuctivity ft' thermal diffusivity a' and

specific ieat c) are known for both the film and the substrate'

Figure P1.5 Figure forProblem l'5'

Ji: -pOdT't t- sudx

where D is the mass diffusivity, p is the density of the mixture , and.m;the local

ffidfi"jlT\i[,#']l],tlii;. using a simple kinetic argument thar is simlar to
the derivation of the Fourier law, derive the Newton law of shear stress (in

' one-dimensional form). Hint consider the momentum exchange across a plane
parallel to the flow. 

:
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1 ,15 Energy quantization.
(a) Assuming a person weighing 100 kg trapped deep inside a two-dimensional

ditch t m in wiattr, estimate 
-the 

energy difference between the first and second

quantizedenergylevels.Comparethiserrergydifferencewiththethermalfluctuation
energy KBT for ? : 300 K. l

G'j ,q.ssuming an electron of mass 9.1 x 10-31 kg is trapped inside a- two-

dimensional inRnitety high potential well, plot the first and second energy levels

of the electron as a function'of well width Letween l0 and 100 A. Ako rirark the

thermal ener1y KBT onthe graph for T : 300 K'

Material Waves
and Energy Quantization

Foi macroscopic systems, we take the continuity of many variables for granted, including
the continuity in energy. For example, the heat flux along a rod through conduction,
hccordirig to the Fourier law, can be continuously varied to argdesired value by con-
holling the temperature difference and the material properties. The microscopic picture
of energy, however, is entirely different. According to quantum mechurical principles,
the permissible. energy levels of matter (electrons, crystals, molecules, and so on) are
Often discontinuous. Differences in allowable energy levels among materials are major
factors that distinguish them from each qther. For example, why ii glass transparent in
the visible light range but not silicon, and why are some materials electrical insulators
but others are conductors ?

' ln this chapter, we introduce the basic quantum mechanical concepts necessary to
appreciate various energy states found in different materials. It should be remembered
that these energy states represent the range of possibilities for the matter but do not tefJ 1 I
ri'hich state the matter will be in. The latter depends on the temperature, a topic we wilj J!
.discuss in chapter 4. Important concepts that should be mastered through this chapter-
include the wave-particle duality, the Schrridinger equation and the meaning of the
wavefunction, the Pauli exclusion principle, quantum states, and degeneracy. Solutions
of the Schrd,dinger equation for various simple yet very common potentials will be
given. Key concepts and results of this chapter are summarized in the last section of
the chapter.


